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Who I am?
Hector Dominguez is the Open Data, Privacy, and 
Surveillance Technologies Coordinator at the City of 
Portland, OR. 

His work includes policymaking, ethical use of 
technology, digital rights and digital justice.

Hector is a robotics and automation engineer with a 
permaculture and maker spirit.



“At its heart, public interest 
technology means putting 
people at the center of the 
policymaking process — not 
just by designing programs 
with constituents’ needs in 
mind, but by engaging 
directly with constituents 
throughout the policy design 
and implementation process.”
- New America 
(https://www.newamerica.org/pit/
about/)

https://www.newamerica.org/pit/about/
https://www.newamerica.org/pit/about/


Technology is not anthropologically universal; it is 
enabled and constrained by particular cosmologies, 
which go beyond mere functionality or utility. 
Therefore, there is no one single technology, but rather 
multiple cosmotechnics.

-Yuk Hui
cosmotechnics as cosmopolitics

https://www.e-flux.com/journal/86/161887/cosmotechnics-as-cosmopolitics/
https://astraeafoundation.org/FundAbolitionTech/


Some 
maps
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Data is Business 
Intelligence and story 

telling



Using data for decision making – Smart City
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Smart City Utopia



Smart or Surveillance City?

Surveillance technologies monitor 
and track behavior, activities, or 
information from a specific individual 
or group for the purpose of gathering 
information, influencing, managing 
or providing direction.



Hypervisibility of black communities



The Surveillance Gap
Many individuals who may need 
government and nonprofit services 
and legal protections fail to enjoy 
these benefits because they reside 
in a “surveillance gap.”

These people include native 
communities,  undocumented 
immigrants, day laborers, homeless 
persons, and people with felony 
conviction histories or suffering 
collateral consequences of their 
convictions.



Harms vs benefits of Surveillance Technologies



AI, what 
can get 
wrong?



Some Ethical Issues

• Black boxes
• Data biases 
• Uncertainties impacts ethical assessments
• Full life cycle of information
• IP issues
• Utilitarian vs Deontological frameworks
• Ethics is not compliance
• Ethics is not equity 
• Ethics is not Justice



European Union AI Act



Co-evolution of Data and Technology

Best practices and data 
governance structures 
expand to organizations 
beyond the government. 
Including private 
companies,  Advocacy 
groups, community based 
organizations, academic 
centers and, regular 
people.



Technology Frameworks
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Structural 
inequity vs 
universal 
targeted 
solutions



Design Justice 
principles –
Technology and 
public spaces



Digital Rights

1.Universal and equal access to the 
internet, and digital literacy

2.Privacy, data protection and security.
3.Transparency, accountability, and non-

discrimination of data, content and 
algorithms.

4.Participatory democracy, diversity and 
inclusion.

5.Open and ethical digital service 
standards.



Digital Justice

The equitable treatment of all 
people in technology and 
information, regardless of race, 
abilities, gender, age, personal 
circumstances or social context. 
Digital justice ensures that people 
have the digital rights and 
resources they need to thrive—
including access to digital 
infrastructure, shared ownership 
of digital resources, data 
protection, and open and 
accountable digital governance.



Community 
driven decisions

• Collaborative Intelligence: in a world where value is not just placed on 
things but also ideas, collaboration has become the most important skill.



What have we 
done around 

public 
participation?



Portlanders are saying … 



Participatory policymaking



Open and accessible public-engagement 
process



Why is this work important?



Translating into government
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Public Interest Technology

Technology used to serve the public good.

Effective People-
centered

Fiscally 
responsible

Evidence-
based

Lawful Public 
involvement Transparent Accountable



Value-based track

Values provide, at a minimum, the 
guardrails of ethical permissibility. 
Creating practical and concrete 
guardrails can help with communications 
and further evolution of them:

• Doing no harm.
• Clear, honest, comprehensive 
communications.
• Communication of true claims.



2019
Portland 

Privacy and 
Information 
Protection 
Principles



Portland face recognition bans - 2020



surveillance 
technologies policy
• Two City Council work sessions 

in 2022.
• More than a year of public 

engagement and internal 
bureau outreach, 17 different 
public events, more than 400 
Portlanders participating, 
direct community work. 
Comments compiled, 
classified, and delivered.

• Support from a Citywide 
privacy workgroup since 2019



Surveillance technologies 2023 resolution 

Portland City Council passed an initial surveillance technologies 
resolution last February 1st. This policy has five directives:

Citywide 
surveillance 
technologies 

inventory.

Accountability, 
oversight, and 
effective public 

involvement.

Implement 
privacy 
impact 

assessments

Design a 
citywide 
privacy 

program.

Automated 
decision 
systems.

https://www.smartcitypdx.com/news/2023/2/28/portland-city-council-unanimously-passes-a-surveillance-technologies-policy
https://www.smartcitypdx.com/news/2023/2/28/portland-city-council-unanimously-passes-a-surveillance-technologies-policy


Impact and risks assessments

All NEW Surveillance Technologies require an impact and risk 
assessment before procuring. 

A Privacy Impact Assessment (“PIA”) is a method 
for collecting and documenting detailed 

information collected in order to conduct an in-
depth privacy review of a program or project. 

It asks questions about the collection, use, 
sharing, security and access controls for 

data that is gathered using a technology or 
program.



Why are we doing 
surveillance tech 
PIAs?

• To generate better public 
trust

• To help and inform bureaus 
in their technology selection 
and negotiation with vendors

• In response to public interest 
to develop more 
transparency around the use 
of surveillance technologies



What is included in a PIA?

It is compiled in two 
sections: 
◼ Technology information 
◼ Analysis and Risk and 

Impact Assessment.
Informs decisions on 

technology and 
information

Areas of evaluation: 
(1) Individual Privacy Harms; 
(2) Equity, Disparate Community Impact; 
(3) Political, Reputation & Image; 
(4) City Business, Quality & Infrastructure; 
(5) Legal & Regulatory; and, 
(6) Financial Impact. 



Privacy Impact Assessment workflow and 
deliverables



Policy
A PIA can be influenced by privacy policies from NYC, Seattle, and World Economic 
Forum’s Privacy Policies. Privacy Policies help inform PIA question-making. Think of 
principles as greater targets, while policy offers smaller targets for the PIA that help 
achieve greater targets. 

Data Minimization

Minimize data collection and 
data retention

Inventory Personal & Non-
Personal Data

Treat sensitive or high-risk 
data with caution

Ensure whether personal 
information is necessary

Policy / Governance Measures



Policy 
A PIA can be influenced by privacy policies from NYC, Seattle, and World Economic 
Forum’s Privacy Policies. Privacy Policies help inform PIA question-making. Think of 
principles as greater targets, while policy offers smaller targets for the PIA that help 
achieve greater targets. 

Ethical and Non-Discriminatory Use

No Profiling or Social Sorting 
(e.g., race, ethnicity, age) 

Assess the Public’s (Stakeholder’s) 
Values

Assess Context Surrounding 
Technology

Third-Party Audits

Policy / Governance Measures (Examples)



Final comments on AI

Data Collection, Privacy, and Equity Considerations |  1/24/2024  |  41



Ethical AI Best 
practices.

Ethical beliefs are about the 
perception of the world, 
specifically, what is right and 
wrong, good or bad, permissible or 
impermissible. There three 
complex ethical issues on AI 
solutions and products: 

• Bias.
• Explainability.
• Privacy.



Procedural track

Create procedural 
structures:

• Transparency
• Accountability
• Due diligence process
• Monitoring



AI work 
ahead in 
Portland

1. Develop ethical standards (human centered, 
equity and anti-discriminatory, value-based, 
legally and financially defensible).

2. Organization and public awareness 
(communications, digital literacy, 
participation, and deliberation).

3. Teams, tools, and processes (scopes: 
technical, social, legal, human- and digital 
rights; tools and processes for: management, 
monitoring, registers, procurement, 
operations, risk assessment, accountability).

4. Expert and public oversight (scope, 
membership, jurisdiction).



VISIT US ONLINE portland.gov/bps

The City of Portland is committed to providing meaningful access. To request translation, interpretation, 
modifications, accommodations, or other auxiliary aids or services, contact 311, Relay: 711. 

Traducción e Interpretación |  Biên Dịch và Thông Dịch |  अनवुादन तथा व्याख्या |  口笔译服务 |  
Устный и письменный перевод |  Turjumaad iyo Fasiraad |  Письмовий і усний переклад |  
Traducere și interpretariat |  Chiaku me Awewen Kapas |  翻訳または通訳 |  ການແປພາສາ ຫືຼ ການ
ອະທິບາຍ الشفھیةأوالتحریریةالترجمة  | |  Portland.gov/bps/accommodation

Hector Dominguez
hector.dominguez@portlandoregon.gov
Open data and privacy coordinator
Smart City PDX Program -
https://www.smartcitypdx.com/

http://portland.gov/bps/cleanenergy
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